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ABSTRACT

Satellite weather radars that operate at attenuating wavelengths require an estimate of path attenuation to
reconstruct the range profile of rainfall. One such method is the surface reference technique (SRT), by which
attenuation is estimated as the difference between the surface cross section outside the rain and the apparent
surface cross section measured in rain. This and the Hitschfeld–Bordan method are used operationally to estimate
rain rate using data from the precipitation radar (PR) aboard the Tropical Rainfall Measuring Mission (TRMM)
satellite. To overcome some of the problems associated with the latest operational version of the SRT, a hybrid
surface reference is defined that uses information from the along-track and cross-track variations of the surface
cross sections in rain-free areas. Over ocean, this approach eliminates most of the discontinuities in the path-
attenuation field. Self-consistency of the estimates is tested by processing the orbits backward as well as forward.
Calculations from 2 weeks of PR data show that 90% of the rain events over ocean for which the SRT is
classified as reliable or marginally reliable are such that the absolute difference between the forward and backward
estimates is less than 1 dB.

1. Introduction

A critical element in estimating rain rate from high-
frequency radars is the determination of the path-inte-
grated attenuation (PIA) along the radar beam. For a
spaceborne radar this is tantamount to estimating the
attenuation along the radar beam from the top of the
atmosphere to the surface. For a single-wavelength ra-
dar, three methods have been used for this purpose: the
Hitschfeld–Bordan (1954) method (HB), the surface ref-
erence technique (SRT), and the mirror image. The mir-
ror-image return is of limited utility as an operational
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algorithm for the Tropical Rainfall Measuring Mission
(TRMM) precipitation radar (PR) because it is usually
detectable only over the ocean at moderate rainfall rates
(Li and Nakamura 2002; Liao et al. 1999). Moreover,
the retrieval methods so far proposed are relevant only
to near-nadir incidence. Although the HB estimate tends
to become unstable in the presence of high attenuation,
the approach provides useful corrections at light to mod-
erate rain rates at Ku-band frequencies for a well-cal-
ibrated radar such as the PR. In practice, the operational
rain-rate algorithm uses information from the HB and
the SRT with a weighting based on the reliability of the
estimates (Iguchi et al. 2000).

Description of the operational SRT algorithm was
given by Meneghini et al. (2000) based on earlier work
(Meneghini et al. 1983, 1987). An alternative approach
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was proposed by Li et al. (2002), who first determine
the wind field based on the rain-free surface cross sec-
tions and then employ a model function to convert the
wind field to surface cross sections, which are then taken
as the reference data. The authors show that this pro-
cedure eliminates discontinuities in the PIA field that
are sometimes seen in the operational results. Durden
et al. (2003), using data from the Ku-band Airborne
Mapping Radar (ARMAR), devised and applied an up-
grade of the method using Doppler-derived wind speed
and wind direction information. Quartley et al. (1999)
have described a version of the method for application
to the Ocean Surface Topography Experiment (TOPEX)
altimetry data. Despite its nadir-viewing geometry and
lack of direct rain backscatter, TOPEX provides nor-
malized surface cross sections at both Ku- and C-bands
so that a dual-wavelength version of the method is ap-
plicable. There have been a number of studies of the
method using airborne radar data (e.g., Meneghini et al
1989; Marzoug and Amayenc 1994; Iguchi and Me-
neghini 1994; Marecal et al. 1997; Durden and Haddad
1998). Recently, Tian et al. (2002) have applied the SRT
over land to 10-GHz airborne radar data, showing that
while the scattering cross sections are highly variable
at nadir, the surface can serve as a stable reference at
an incidence angle of 308. Using the National Aero-
nautics and Space Administration (NASA) scanning ra-
dar altimeter (SRA) operating at 36 GHz, Walsh et al.
(2002) measured the normalized radar cross section of
the surface over a range of near-nadir incidence angles.
From these data the average rain rate and the average
sea surface mean square slope over the approximately
1.5-km swath of the instrument can be derived. While
most studies have been carried out over the frequency
range 10–36 GHz, the approach has been applied to 94-
GHz airborne radar data (Li et al. 2001) and has been
considered as a potential technique for analyzing data
from a spaceborne cloud radar (L’Ecuyer and Stephens
2002).

The objective of the paper is to describe the latest
version (version 6) of the TRMM PR algorithm 2a21
used to estimate the PIA. We focus on a description of
a hybrid surface reference over ocean and the use of
forward and backward processing of the data to assess
the self-consistency of the estimates. An advantage of
the present approach over the previous operational ver-
sion (version 5) is that it largely eliminates disconti-
nuities in the estimated PIA field over water back-
grounds. As it is based on the requirement that the PIA
be determined ‘‘on the fly,’’ in that reference data are
taken only from prior scans, it differs from the model-
function approach of Li et al. (2002). It also differs from
the Li et al. approach in that a conversion to a wind
field is not employed as an intermediate step in the
estimation of the surface reference.

Sections 2 and 3 describe the method and provide
definitions of several reference datasets. Examples of

the retrievals and statistical comparisons of the forward
and backward results are given in section 4.

2. Description of the method

If we were able to measure the normalized radar cross
section (NRCS) of the surface with the atmosphere in
states a1 and a2, the difference between the measure-
ments would be equal to the difference in the path-
integrated attenuations between a1 and a2 along the radar
beam. If a1 is free of precipitation and a2 contains pre-
cipitation then the measured difference can be ascribed
to the path attenuation by precipitation. Explicitly, if
s 0(a1), s 0(a2) are the apparent NRCSs (in dB) mea-
sured at the surface under atmospheric conditions a1 and
a2, then the two-way path attenuation (in dB) can be
estimated from the difference s 0(a1) 2 s 0(a2). This is
the basic approach used in the SRT. As an estimate of
attenuation by precipitation, there are a number of sourc-
es of error associated with it.

1) In practice, the backscattered power cannot be mea-
sured from the same patch of surface with the at-
mosphere in two states. We can either measure the
surface return at approximately the same location at
a different time, before or after the rain event, or at
approximately the same time but at different loca-
tions, preferably at the same incidence angle near
the rain area.

2) Ice and water clouds, water vapor, and other gases
introduce attenuation. These effects can be ignored
only if they are the same for a1 and a2 or if the total
attenuation in both cases is much less than the at-
tenuation from the precipitation. If neither assump-
tion holds, then the measured difference will have a
term proportional to the differential attenuation be-
tween a1 and a2 caused by differences in cloud water
and ice and gaseous attenuations between the two
states.

3) Backscattered power from the rain will arrive at the
receiver at the same time as the surface return. The
amount of the rain return relative to the total return
power depends on the rain rate, surface cross section,
incidence angle, transmitted pulse width, and anten-
na beamwidth.

4) In the presence of very high rain rates, the surface
return will fall below the noise level. The magnitude
of the rain-free reference surface cross section (dB),
relative to the noise, provides a lower bound to the
actual path attenuation.

5) The surface return is estimated on the basis of 64
radar samples (Kozu et al. 2001). Assuming that they
are independent and that the target is Rayleigh, con-
sisting of a large collection of independent scattering
facets, the standard deviation of the estimate, using
logarithmic detection, is 5.57/ , or 0.7 dB. It fol-Ï64
lows that the standard deviation of the path-attenu-
ation estimate must be at least this large.
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6) A problem with the assumption that the surface cross
sections are the same outside and within the rain is
the influence of the rain itself on the surface cross
section. This effect over ocean depends on rain rate,
radar incidence angle, and wind speed (Bliven and
Giovanangeli 1993; Yang et al. 1997). However,
even if a functional form for these effects were avail-
able, we would need to estimate the rain rate and
wind speed and apply the correction in an iterative
fashion.

In this paper, we assess the reliability of the PIA
estimates by considering different surface reference da-
tasets and by processing the orbits backward as well as
forward to test the self-consistency of the estimates. To
some extent, this helps quantify the first two error sourc-
es. Because of the narrow beamwidth of the PR (0.718)
and its near-nadir scanning, the third source of error
usually can be neglected. Although cases can be found
where the signal attenuation is sufficiently strong to
mask the surface return, these occurrences are rare and
this source of error usually can be neglected. Of course,
with the use of a higher-frequency radar, such as Ka
band, the loss of the surface return will occur more
frequently. Determining the influence of rain on the sur-
face cross section requires further experiment. Some
indication of its effect on the accuracy of the PIA may
be possible by comparing several methods of attenuation
estimation that depend in different ways, or not at all,
on the surface scattering properties. To isolate and com-
pare the separate sources of error in the various ap-
proaches is a formidable task, however, and beyond the
scope of the paper.

3. Surface reference estimates

a. Temporal reference

The PR cross-track scan covers a swath of approxi-
mately 220 km and consists of data from 49 incidence
angles: 08, 60.758, 61.58, . . . , 6188, where ‘‘6’’ in-
dicates that for a nominal spacecraft attitude, the set of
angles on the right- and left-hand sides of the swath are
the same. Grouping the data according to incidence an-
gle, irrespective of sign, gives 25 distinct angles.

Assume that a range–reflectivity profile is measured
in the presence of rain at location L at an incidence
angle u at time t. As already noted, there are two prin-
cipal ways to obtain a surface reference measurement:
measure the NRCS at (L, u) but at an earlier or later
time under rain-free conditions or measure the NRCS
at approximately the same time at a nearby rain-free
location, L9. We refer to the first type of measurement
as a temporal reference (same location as the rain event
but at a different time) and the second type as a spatial
reference (different location but at approximately the
same time).

To obtain a temporal reference dataset, a 18 3 18
latitude–longitude grid is defined that extends from 368S

to 368N. For each grid cell the sample mean, (NR,0s T

| u j | ), and standard deviation, ST(NR, | u j | ) (dB), of the
NRCS, under nonraining conditions (NR) are calculated
for each of the 25 incidence angles of the PR. For a
measurement of the apparent cross section, s 0(R, u j),
made in the presence of rain (R) at angle uj(j 5 1, . . . ,
49) the two-way path-integrated attenuation (dB) is es-
timated from

0 0A (u ) 5 s (NR, | u | ) 2 s (R, u ).T j T j j (1)

The reliability, Rel, of the estimate is defined by

Rel 5 A (u )/S (NR, | u | ).T T j T j (2)

In the operational version of the algorithm, the temporal
reference dataset is updated each month. For example,
the temporal reference data for the month of June 1998
are computed from rain-free surface cross sections taken
during the month of May 1998.

b. Spatial reference

Three types of spatial reference data are discussed:
along track, cross track, and hybrid. In contrast to the
categorization of the temporal reference data, where the
sign of the angle, designating the left- and right-hand
sides of the swath, is ignored, for the spatial reference
the 49 angle bins are treated separately. Note also that
separate spatial reference sets are made for each of the
three surface types: ocean, coast, and land, where the
background is categorized as coast when land and ocean
are judged to be present within the same field of view.

The along-track reference data are obtained by cal-
culating the sample mean and standard deviation of the
NRCS over the last k rain-free fields of view prior to
the detection of rain. In the present code k 5 8. These
reference fields are computed independently for each of
the 49 incidence angles so that if rain is detected at
cross-track scan N at angle u j, the normalized surface
cross sections from the last k rain-free fields of view at
angle u j are used to estimate the mean and standard
deviation of the along-track surface reference. Using
‘‘AS’’ to denote the along-track spatial reference, the
sample mean and standard deviation are written sAS(NR,
u j) and SAS(NR, u j), respectively. The estimated PIA
and associated reliability are given by the equations

0 0A (u ) 5 s (NR, u ) 2 s (R, u ), (3)AS j AS j j

Rel 5 A (u )/S (NR, u ). (4)AS AS j AS j

The reliability definitions given by (2) and (4) are equal
to the inverse of the fractional standard deviation of the
estimate. One of the goals of the paper is to assess this
measure of reliability relative to that derived from pro-
cessing the data in the forward and backward directions.

A schematic of the selection process for the surface
reference datasets is shown in Fig. 1, where the cross-
hatched area represents rain. To estimate the PIA at the
field of view (FOV) located at scan N and incidence
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FIG. 1. Schematic of the selection method of surface scattering
cross sections for along-track and cross-track reference data for de-
termination of path attenuation at the FOV (in black). Along-track
reference data for forward processing are shown by the diagonally
hatched FOVs and for backward processing by the horizontally
hatched FOVs. Cross-track reference data are taken from FOVs with
vertical hatching.

angle u j shown in black, we first calculate the mean and
standard deviation from prior rain-free fields of view at
the same incidence angle. The fields of view from which
a portion of the along-track reference data would be
taken are represented in the figure by the four diagonally
hatched circles. If the orbit were run backward, with the
last scan of the orbit processed first, then a portion of
the along-track reference data would be taken to be those
rain-free fields of view shown near the top of the figure
with horizontal hatching. Since the reference data will
be different in the two cases so will the estimated path
attenuations.

Figure 1 also shows a portion of the fields of view
that would be used for the cross-track spatial reference,
represented in the diagram by the circles with vertical
hatching. Unlike the along-track reference, where the
incidence angle is fixed and the reference is simply the
sample mean of the rain-free NRCS, for the cross-track
reference an account must be made for the angular var-
iation in s 0. Assuming that the angular variation of the
ocean surface cross section can be modeled as a qua-
dratic, then

0 2s (a, b, c; u) 5 au 1 bu 1 c.XS (5)

[The expression s 0 5 au2 1 c follows as a small angle
approximation to the standard physical optics expres-
sion for s 0 (e.g., Freilich and Vanhoff 2003); the term
bu provides for a possible asymmetry between the right-
and left-hand sides of the swath caused by the wind
direction or uniform changes in the wind speed.] Data
from the rain-free portions of the cross-track scan can
be used to estimate the coefficients, a, b, and c, by
minimizing the mean square error between the fit and

the data. Once this is done, the two-way PIA at angle
u j within the scan is estimated from

0 0A (u ) 5 s (a, b, c; u ) 2 s (R, u ).XS j XS j j (6)

By analogy to the other cases, the reliability of the es-
timate is defined by

Rel 5 A (u )/S ,XS j XS (7)

where SXS is the rms difference between the fitting func-
tion (5) and the rain-free data within the scan.

Both the spatial and temporal references are deficient
in certain respects. For example, the estimated PIA field
sometimes shows streaks that result from the path at-
tenuations along one or more angles that are higher or
lower than those in adjacent angles. Although these dis-
continuities often arise from a mixing of spatial and
temporal reference data, they also occur when the along-
track reference is used exclusively. The cross-track ref-
erence suffers from the problem that the number of rain-
free reference data points varies from scan to scan. In
cases where rain fills most or all the swath (220 km)
the coefficients in the fitting function are either unre-
liable or indeterminate. To circumvent these deficien-
cies, we use a combination of the two approaches as
described below.

At each scan, the mean and standard deviation of the
along-track reference data are available at each of the
49 angles. These data, which characterize the behavior
of prior rain-free surface cross sections, can be used to
calculate the coefficients of a cross-track quadratic fit
with weights that are inversely proportional to the stan-
dard deviation SAS(NR, u j) of the along-track estimates.
Specifically, the problem is to find the coefficients a, b,
and c of the quadratic that minimize the function, F:

49 0 0 2[s (NR, u ) 2 s (a, b, c; u )]j jAS XSF 5 , (8)O
S (NR, u )j51 AS j

where (u j) is the model function given by (5) and0sXS

(NR, u j) is the mean along-track reference for the0sAS

NRCS at u j. Once the coefficients are found, the PIA
is estimated from the same formula used for the cross-
track method:

0 0A (u ) 5 s (a, b, c; u ) 2 s (R, u ).HY j XS j j (9)

The reliability of the estimate is defined as

A (u )jHYRel 5 . (10)HY 1/2491
2S (NR, u )O AS j1 2[ ]49 j51

In version 5 of the operational algorithm a global
reference is defined in a similar way to the temporal
reference. However, unlike the temporal reference,
where the mean and standard deviation are computed
over 18 3 18 latitude–longitude bins for the 25 incidence
angles, the global is computed from all rain-free data,
separated by background type and incidence angle but
not by location. For example, over land we can write
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the 25 mean reference values and associated standard
deviations by (NR, | u j | ) and Sgl,land(NR, | u j | ).0sgl,land

4. Results

a. Examples

The PIA field derived from 200 scans of the TRMM
PR data is shown in Fig. 2. The data were taken from
scans 1–200, orbit 24034 on 1 February 2002. A single
scan of the PR sweeps out a rectangular area of ap-
proximately 4.3 km 3 220 km, so that the spatial region
displayed represents an area of approximately 860 km
3 220 km along the x and y axes, respectively. Shown
in the top and center panels are the two-way path-in-
tegrated attenuations as estimated from the hybrid meth-
od; for the results in the top panel, the orbit is processed
in the usual forward direction; for the results in the
middle panel, the orbit is processed in reverse order. If
the PIA is negative, the corresponding field of view is
colored gray. In such cases the estimate is clearly un-
reliable and the attenuation is set to zero. The difference
plot is shown in the bottom panel; if at a particular field
of view the PIA is negative for either the forward or
backward result, the element is colored gray.

To understand the general features of the difference
plot, note that a rising wind speed reduces the near-
nadir (,108) s 0 values and increases the off-nadir
(.108) values. These relationships are shown in Fig. 3,
in which rain-free values of s 0 from the PR are plotted
versus the wind speed data from the QuikSCAT
SeaWinds scatterometer (Lungu 2001; Draper and Long
2002) for incidence angles of 08, 68, 10.58, 14.28, and
188. The data were obtained from measurements taken
on a single day (7 September 1999) where the com-
parisons were made over 0.258 3 0.258 latitude–lon-
gitude boxes. Similar scatterplots that relate TRMM PR
measurements of s 0 with wind speeds derived from the
TRMM Microwave Imager (TMI) have been construct-
ed (e.g., Li et al. 2002). The relationships show that if
the winds are lower in the rain-free region preceding
the rain than the winds encountered just after, then the
surface reference values from the forward processing
will be greater than those from the backward processing
at near-nadir angles and smaller than those from the
backward processing at off-nadir angles. This, in turn,
will yield higher values of the PIA for the forward es-
timates at near-nadir incidence and lower values at off-
nadir incidence. This behavior can be seen in the dif-
ference plot of Fig. 2 (bottom), over the rainband from
scan 85 to 105. The opposite behavior occurs in the
region from scan 110 to 160, where the path attenuations
from the forward processing are less than those from
the backward processing at near-nadir incidence and
greater at off-nadir incidence.

The differences in the path attenuations estimated
from forward and backward processing are consistent
with the wind speed increasing from region 1 to region

2 and then decreasing from region 2 to region 3 (regions
are labeled in the bottom panel of Fig. 2). For example,
in the rainband from scan 85 to 105, the reference data
for the backward processing are taken from the rain-
free, ‘‘high wind’’ region 2, while the reference data for
the forward processing are taken from the ‘‘low wind’’
region 1. For the rainband within scans 110 to 160, the
reference data for the forward processing are now taken
from the high-wind region 2, while the backward pro-
cessing uses as reference the rain-free low-wind data
from region 3.

Details of the estimation procedure at scan 100 are
shown in Figs. 4 and 5 for the forward and backward
estimates, respectively. The line at the bottom of each
plot indicates the angles, within the scan, at which rain
is detected. In the top panels of Figs. 4 and 5, the along-
track reference data are displayed for all 49 angles,
where the length of the vertical bar at each incidence
angle u j is equal to twice the standard deviation, 2
SAS(NR, u j), and where the midpoint is equal to the
mean, (NR, u j). The apparent normalized radar cross0sAS

sections within the scan, s 0(R, u j), are represented by
the diamonds. The two-way along-track path-attenua-
tion estimate, AAS(u j), is equal to the difference between

(NR, u j) and s 0(R, u j). This quantity is displayed0sAS

in the bottom panel of Fig. 4 (gray line). As shown by
(9), calculation of the PIA using the hybrid reference
requires a quadratic fit through the along-track reference
data, (NR, u j), using as weighting functions the in-0sAS

verse of the standard deviation of the sample means,
SAS(NR, u j). The quadratic fit for this scan is represented
in the top panel by the thick solid line. Denoting this
by (a, b, c; u j), the hybrid PIA is computed from0sXS

(9) and is equal to the distance between the quadratic
fit and the measured data s 0(R, u j) at each u j. The results
are displayed in the bottom panel (heavy solid line).

Shown in Fig. 5 is the same scan of data used in Fig.
4; that is, the apparent surface cross sections, repre-
sented by the diamonds, are the same in both cases. In
this case, however, the reference data are taken from the
backward-processed orbit. Path-attenuation estimates
are shown in the lower panel for the hybrid and along-
track reference data. For this scan, the differences be-
tween the forward and backward results are usually
smaller if the hybrid reference is used. We will return
to this issue in the next section, where the statistics are
given for the forward–backward differences for both
types of reference data.

An example of a well-organized tropical storm mea-
sured on 3 February 2002, orbit 24077, is shown in Fig.
6. As in Fig. 3, the forward and backward results using
the hybrid reference are shown in the top and middle
panels. The difference plot, shown at bottom, indicates
that the forward and backward estimates of PIA for this
case are usually within 61 dB of each other. Details of
the forward and backward estimates are shown in Figs.
7 and 8 using a scan where the path-attenuation esti-
mates attain values in excess of 15 dB. For the forward
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FIG. 2. Estimates of two-way path-integrated attenuation using the hybrid reference data for (top) forward and
(middle) backward processing and (bottom) their difference for 200 scans of TRMM PR data measured on 1 Feb
2002, orbit 24034.
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FIG. 3. Scatterplots of the normalized surface cross section, s 0, at
five incidence angles as estimated from the TRMM PR data (ordinate)
vs wind speed estimates from the SeaWinds scatterometer on the
QuikSCAT satellite (QS).

FIG. 4. (top) Diamonds represent apparent s 0 values at scan 100.
Mean and standard deviation of the along-track reference data are
represented by the vertical bars. The quadratic fit through the data
(heavy solid line) represents the hybrid reference curve. Line at bot-
tom indicates the angles at which rain is detected. (bottom) Estimated
two-way path-integrated attenuations as derived from the along-track
and hybrid reference datasets.

processing, the quadratic fit passes near the mean values
of the along-track estimates so that the hybrid and along-
track PIA estimates are in good agreement. As seen in
Fig. 8, the along-track estimates in the backward direc-
tion sometimes differ from the quadratic fit by more
than 1 dB. Over large areas of rain such as this, where
the reference data are not updated (since the hybrid and
along-track reference datasets are updated only when
rain-free regions are encountered), these high reference
levels, particularly around 218 and 78, tend to produce
larger PIA estimates than adjacent angles and appear on
the image as streaks. Because the quadratic fit tends to
smooth out anomalous values, this problem occurs less
often when the hybrid reference data are used.

Although the focus of the paper is the implementation
of the hybrid method and evaluation of the SRT by
forward and backward processing, it is necessary to
point briefly to the differences between the versions 5
(v5) and 6 (v6) algorithms. For both algorithms, the
standard deviation associated with the temporal refer-
ence, ST(NR, | u j | ), and along-track spatial reference,
SAS(NR, u j), are compared; if SAS , ST, then the along-
track reference, (NR, u j), is used in calculating the0sAS

PIA. Conversely, if SAS . ST, then the temporal refer-
ence, (NR, | u j | ), is used. The associated reliability0s T

of the estimate is given by (2) or (4), depending on
whether the temporal or along-track spatial reference is
selected. Having chosen (NR, u j) or (NR, | u j | )0 0s sAS T

as the reference, say (u j), a further test is made in0s ref

v5 using the global reference data, (u j). In particular,0sgl

if . 1 2 dB or , 2 2 dB, then is0 0 0 0 0s s s s sref gl ref gl ref

replaced by and the associated standard deviation0sgl

and reliability are replaced by Sgl and Relgl. In v6, the
global reference has been eliminated while the hybrid
reference has been introduced for swaths that are en-
tirely over an ocean background. The selection of the
reference data for v5 and v6 is shown in the flow dia-
gram of Fig. 9.

Illustrated in the top panel of Fig. 10 are the v5 results
for the same region used to display the hybrid PIA re-
sults in Fig. 6. (It should be noted that several other
changes to the code have been made in going from v5
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FIG. 5. Same as Fig. 4 but where the orbit is processed backward.

to v6 so that the v5 results shown here differ from the
operational product. The main features of the results
remain the same, however.) A difference plot of the v6
results from Fig. 6 (top panel), and v5 is shown in the
center panel of Fig. 10. The discontinuities in the PIA
evident in the upper panel can be explained primarily
by the reference datasets used to compute the v5 path
attenuation. These are shown in the lower panel, in
which the raining areas using the along-track, temporal,
and global reference data are depicted in blue, yellow,
and red, respectively. Although the temporal dataset was
intended primarily for land backgrounds, this reference
occasionally has a smaller standard deviation than that
associated with the along-track reference over ocean.
Moreover, under high-wind conditions, the temporal or
along-track reference is sometimes 2 dB lower than the
global reference at near-nadir incidence and 2 dB higher
at off-nadir incidence. As a result, the reference data
can change frequently, as in this example, producing an
estimated PIA field with discontinuities. (Because the
global reference is used in less than 1% of the cases,
this example is atypical.) Although the change in ref-
erence data appears to be the primary source of large
irregularities in the PIA fields in v5, as was already

noted in connection with Fig. 8, discontinuities in the
PIA field can arise even when the along-track reference
data are used exclusively.

b. Statistics of PIA over ocean

A measure of the self-consistency of the estimates
can be obtained by examining the histogram of differ-
ences between the path attenuations derived from for-
ward and backward processing of the datasets. The sta-
tistics were compiled from a week of measurements in
February 1998 and a week in February 2002, compris-
ing 224 orbits of data. The difference is calculated only
when both the forward and backward estimates have an
associated reliability factor greater than unity. In par-
ticular, for the hybrid method, we require that the re-
liability factor defined by (10) be greater than unity. Of
the 1 914 130 fields of view at which rain was detected
over ocean during this 2-week period, 1 125 754
(ù59%) of them were such that the PIA from the for-
ward and backward estimates were both categorized as
marginally reliable (where the reliability is between 1
and 3) or reliable (where the reliability is greater than
3). Of these, about 93% were calculated using the hybrid
reference data. The other 7% occur when the back-
ground type in one or more fields of view within a scan
are categorized as land or coast. The along-track surface
reference accounts for 6.6% and the temporal 0.4% of
the total. It is worth noting that whenever the hybrid is
used for the forward processing, it is used for the back-
ward processing as well. In contrast, when the hybrid
is not used, the reference data may differ in the forward
and backward directions; for example, the temporal may
be used in the forward and the along-track spatial ref-
erence in the backward.

Letting AF and AB be the two-way path-integrated at-
tenuation from the forward and backward directions, re-
spectively, the histogram of the difference, dA 5 AF 2
AB, is shown in the top panel of Fig. 11. As noted above,
only pairs of path attenuations (AF, AB) that have reli-
abilities greater than unity are used to construct the his-
togram. For the data shown in Fig. 11, 75% of the rain
events are contained within the vertical solid lines at dA
5 20.46 dB and dA 5 0.46 dB; that is, in 75% of the
cases, the absolute difference between the forward and
backward path attenuations is less than 0.46 dB. Letting
Pr[X] be the probability of X, this can be written

{Pr[ | dA | ] , 0.46 dB} 5 0.75.

The dotted and dashed vertical lines shown in the plot
define, respectively, the regions over which 90% and
95% of the data are contained, where

[Pr(|dA | ) , 0.81 dB] 5 0.9,

[Pr(|dA | ) , 1.12 dB] 5 0.95.

For example, 95% of the data classified as marginally
reliable or reliable are such that the absolute difference
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FIG. 6. Estimates of two-way path-integrated attenuation using the hybrid reference data for (top) forward and
(middle) backward processing and (bottom) their difference for 200 scans of TRMM PR data measured on 3 Feb
2002, orbit 24077.
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FIG. 7. Same as Fig. 4, but for scan 1620 of orbit 24077 measured
on 3 Feb 2002.

FIG. 8. Same as Fig. 7, but where the orbit is processed backward.

between the backward and forward PIA estimates is less
than 1.12 dB. To obtain a measure of the relative error,
we plot in the bottom panel of Fig. 11 the histogram of
the normalized quantity: dAN 5 dA/AM 5 (AF 2 AB)/
[0.5(AF 1 AB)]. In this case we find that about 75% of
the data have a relative error less than 25%; that is, the
difference between the forward and backward estimates
is less than a quarter of the average of these estimates
75% of the time. In 90% of the cases the difference is
less than about 45% of the mean, and in 95% of the
cases the difference is less than about 55% of the mean.
The relative error can be reduced by imposing more
stringent conditions on the data. For example, if we
require that the reliability of both forward and backward
estimates be 3 or greater, we find that 75% of the filtered
data are within 10% of the mean and that 95% of the
filtered data are within 30% of the mean. However, this
improvement comes at the expense of excluding a much
greater fraction of data. As noted above, if the reliability
is required to be greater than unity for both the forward
and backward PIA estimates, 41% of the rain data over
ocean must be excluded; if the reliability of both esti-

mates is required to be 3 or greater, then about 80% of
the rain data must be excluded.

Examples of the PIA derived from the along-track
and hybrid surface references were shown in Figs. 4
and 7 for the forward estimates and in Figs. 5 and 8
for the corresponding backward estimates. It is instruc-
tive to calculate dA and dAN by replacing the hybrid
with the along-track reference data. The results are
shown in Fig. 12. The distributions are broader in this
case than those in Fig. 11. In particular,

[Pr(|dA | ) , 0.7 dB] 5 0.75,

[Pr(|dA | ) , 1.14 dB] 5 0.9,

[Pr(|dA | ) , 1.55 dB] 5 0.95.

For example, when using the along-track reference, the
forward and backward estimates are within 0.7 dB of
each other in 75% of the cases. In contrast, when the
hybrid reference is used almost exclusively, the forward
and backward estimates are within 0.46 dB of each other
for the same percentage of cases. The narrower distri-
bution of differences represents an advantage of the hy-
brid over the along-track reference. As noted earlier, an
advantage of the hybrid over the combination of along-
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FIG. 9. Flow diagram for the selection of the surface reference
value for versions 5 and 6 of the algorithm.

track, temporal, and global reference data used in ver-
sion 5 of the algorithm is that discontinuities in the PIA
can be greatly reduced.

c. Statistics of PIA over land

Despite the generally good results of the hybrid ref-
erence over ocean, its application over land has been
unsuccessful. Over land, the angular dependence of s 0

cannot be modeled as a quadratic. Although third- or
fourth-order polynomials fit separately to data in the
right- and left-hand sides of the swath are more accurate,
the high variability of the surface cross section near
nadir often yields reference curves that are poor rep-
resentations for the cross-track rain-free data. In light
of these problems, the decision was made to use the
version 5 algorithm over land or over scans in which
more than one background type is present. In these cases
the reference dataset is selected either as the along-track
spatial or temporal, depending on which has the smaller
variance.

The same 2 weeks of data described above were also
used to assess the SRT over land. Of the 2 270 263
raining fields of view detected over this period, 329 643,
or 14.5%, occurred over land, 84.3% over ocean, and
the remainder (1.2%) over coast. Of the raining pixels

over land, 150 119, or 46.5%, were classified as at least
marginally reliable, that is, with a corresponding reli-
ability that is greater than unity, for both the forward
and backward processing. Because of the high vari-
ability of the land cross sections, the percentage of cases
where the forward (backward) PIA estimate alone was
marginally reliable was significantly higher: 63%
(60%). Of the 46.5% of the marginally reliable and re-
liable cases, the along-track spatial is used as reference
in about 90% of the cases, the temporal in 10%.

Histograms of dA and dAN for the land cases are
shown in the upper and lower panels of Fig. 13. There
are several differences between this and the histogram
for oceanic rain in Fig. 11. Over land, the distribution
of differences between the forward and backward PIA
estimates is significantly broader than that over ocean.
For example, 75% of the data have absolute differences
between AF and AB of less than about 1.5 dB, while
95% of the data have differences of less than 4 dB. As
already noted, over oceans, using the hybrid reference,
these differences are 0.46 and 1.12 dB, respectively, or
about a factor of 3 smaller. Another feature in the results
over land is the discontinuity in the histogram at dA 5
0. Because the temporal reference data depend only on
location and incidence angle, the reference data are the
same for forward and backward processing, so that dA
5 AF 2 AB 5 0. Because these cases do not constitute
an independent estimate of the PIA we have excluded
points where dA is identically zero in calculating the
thresholds given above. For the histograms of the nor-
malized difference, dAN (Fig. 13, bottom), we find that
for 75% of the data the difference in path attenuation
between the forward and backward estimates is less than
about 55% of the mean value, and for 90% of the data
the difference is less than about 85% of the mean. If
we restrict the data so that only those estimates with
reliability greater than 3 are chosen, we find that 75%
of the | dAN | are less than 0.2 and 95% of the | dAN |
are less than 0.5. As in the case of the ocean background,
this filtering eliminates a large fraction of the data. As
noted earlier, 46.5% of the raining data over land have
a reliability factor greater than unity for the estimates
processed forward and backward. If we require the re-
liability factor to be greater than 3 for both forward and
backward estimates then only about 8% of the raining
data is retained.

5. Summary and conclusions

In the single-wavelength version of the surface ref-
erence technique, the estimate of path attenuation is
taken to be the difference between a mean surface cross
section measured outside the rain, the reference value,
to the apparent surface cross section measured in the
rain. A major issue in applying the method is what con-
stitutes an appropriate surface reference. In an earlier
operational version of the algorithm, several rain-free
reference datasets were defined: the along-track spatial,
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FIG. 10. (top) Estimates of two-way path-integrated attenuation using the version 5 processing algorithm (2a21).
(middle) Difference between the PIA as estimated from the hybrid reference (top, Fig. 6) and the PIA shown in the
top panel. (bottom) Reference datasets used in the determination of the PIA shown in the top panel. Along-track
reference is used in the blue areas, temporal reference is used in the yellow areas, and global reference is used in the
red areas.
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FIG. 11. (top) Histogram of the difference between the PIA esti-
mated from forward and backward processing using primarily the
hybrid reference. The region between the solid lines represents 75%
of the data; the regions between the dotted and dashed lines represent,
respectively, 90% and 95% of the data. (bottom) Histogram of the
normalized difference in PIAs.

FIG. 12. Same as Fig. 11, but using the along-track reference data.

FIG. 13. Same as Fig. 11, but over land. Both along-track spatial
and temporal reference datasets are used.

the temporal, and the global. The reference data used
to compute the PIA essentially were those that had the
smallest standard deviation associated with them. This
criterion, however, leads in some cases to changes in
the reference dataset from angle to angle, causing dis-
continuities in the PIA field. In addition, the along-track
spatial reference itself can lead to abrupt changes in the
estimated attenuation. To circumvent this type of error,
a hybrid surface reference was defined over ocean that
uses a combination of the along-track and cross-track
data. Assessing the stability of the estimate by pro-
cessing the orbits forward and backward indicates that
the hybrid reference largely eliminates discontinuities
in the PIA field. It also yields more consistent estimates
of PIA than does the along-track reference, in the sense
that the distribution of differences in path attenuations
from the forward and backward processing has a smaller
variance.

Further improvements in the application of the sur-
face reference technique are desirable. The hybrid ref-
erence, in its present form, performs well only over
oceans. Over land, where a combination of the along-
track and temporal reference datasets continues to be
used, the path-attenuation estimates are significantly less
accurate. For data processed only in the forward direc-
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tion, the reference datasets at or near a land–water
boundary are sometimes inappropriate, in the sense that
the spatial reference data are available only at great
distances from the raining area while the temporal ref-
erence, because it contains a mixture of data from land
and ocean, is only marginally useful. None of the ref-
erence datasets are well suited to rain over inland water
or over islands that are small or comparable in size to
the PR swath (220 km). Although the inverse of the
fractional standard deviation of the PIA estimate pro-
vides a useful measure of reliability, information on the
self-consistency of the estimate can be gained by pro-
cessing the orbits backward as well as forward. While
backward processing is not planned for version 6 of the
algorithm, changes to the code and to the operational
environment may make it feasible in the future.

The focus of this paper is on improving the opera-
tional estimates of path attenuation from the SRT by
using a more robust from of the surface reference data
over ocean. Assessing the accuracy of the method rel-
ative to the Hitschfeld–Bordan and other alternatives is
a topic of future study, the objective of which will be
to identify a method or combination of methods that
provides the most accurate estimate of path attenuation
for a single-wavelength spaceborne weather radar.
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